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Recent trends within computational and data sciences show an increasing recognition and
adoption of computational workflows as tools for productivity and reproducibility that also
democratize access to platforms and processing know-how. As digital objects to be shared,
discovered, and reused, computational workflows benefit from the FAIR principles, which
stand for Findable, Accessible, Interoperable, and Reusable. The Workflows Community
Initiative’s FAIR Workflows Working Group (WCI-FW), a global and open community of
researchers and developers working with computational workflows across disciplines and
domains, has systematically addressed the application of both FAIR data and software
principles to computational workflows. We present recommendations with commentary
that reflects our discussions and justifies our choices and adaptations. These are offered

to workflow users and authors, workflow management system developers, and providers
of workflow services as guidelines for adoption and fodder for discussion. The FAIR
recommendations for workflows that we propose in this paper will maximize their value as
research assets and facilitate their adoption by the wider community.

Computational workflows and why FAIR matters

Scale-ups in research data and the rise of data-driven science have spurred the research community to find
solutions for managing and automating complex computational processes in order to ensure efficiency, repro-
ducibility, scalability, collaboration, and quality-assured transparency. Computational workflows are a special
kind of software specifically targeted at handling multi-step, multi-code data pipelines, data analyses, and other
data-handling operations, especially through the efficient use of computational resources to transform data
inputs into desired outputs.
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Fig. 1 A workflow specification formally specifies the data flow and/or execution control between
components such as reference datasets, executable scripts, and AI/ML models. These components can be reused
as parts of other workflow specifications. Using a workflow specification means instantiating it as a workflow
run - typically by executing it within a workflow management system - by feeding it inputs like parameters
and experimental/observational data as required. During execution, components will be used in some order,
finally resulting in output data as well as logs and provenance metadata.

Computational workflows are software with two prominent characteristics: (i) the composition (component
number, order, structure) of multiple components that include other software, workflows, code snippets, tools,
and services; and (ii) the explicit abstraction from the run mechanics in some form of high-level workflow
language that precisely specifies the flow of data between the components, relying on a dedicated management
system concerned with data handling and code execution. Metadata details the dependencies and computational
requirements, including those of the computational environment'.

At the simplest end of the complexity spectrum, the workflow language might consist of a script (e.g. Bash,
Python, R) or enumerated stages in an electronic research notebook (e.g. Jupyter, RStudio, Apache Zeppelin,
etc.) with a set of instructions that use inputs and outputs to pipe the results together. At the other end, work-
flows might employ a workflow management system (WMS) such as Nextflow?, Galaxy®, Snakemake*, or Parsl°.
Using a WMS can provide a number of benefits including abstraction, scaling, automation, reproducibility®, and
provenance’. A fully featured WMS typically facilitates error handling and restarting, automatic data staging,
provenance recording, handling of large datasets and complex computations, task and resource allocation, and
distributed task execution to scale over local workstations, cloud resources, or high-performance computing
clusters. WMSes and modular containerized software components (e.g. Docker, Singularity) aid portability and
reproducibility, but they also face challenges (e.g., security issues when deployed in clusters, steep 1 earning
curve, etc.). In practice, researchers use mixtures of techniques from across the spectrum, such as chaining
scripts from a WMS that in turn is launched from a notebook.

Workflows are complex digital objects with intra- and inter-object relationships that connect the entire work-
flow, its definition, and its scope. To help clarify our FAIR discussion, we present some definitions along with an
illustration in Fig. 1.

A workflow is the formal specification of the data flow and execution control between executable compo-
nents, the expected datasets, and parameter files. Its complexity can be composed, and its overall process can be
abstracted away from its execution. A workflow run is the instantiation of the workflow with inputs (parameters
files, input datasets) and outputs (output data, the provenance execution log and lineage of data products).

A workflow component can be an executable and data. Executables include scripts, code, tools, containers,
or workflows themselves remotely or locally executed, and native or third party; an example data component
could be a reference dataset. For a workflow specification, data include metadata (e.g., its description), graphical
images, test and benchmark datasets, parameter defaults, and so on. For a workflow run, data extends to the
actual input and output datasets, the parameter files, and the provenance record detailing the code run and data
product lineage.
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A workflow management system handles the data flow and/or execution control and performs the heavy
lifting for computational and data handling. A workflow management system abstracts the workflow from the
underlying digital infrastructure, supporting scalability, portability, and differences in hardware architectures.

The use of workflows has accelerated in the past few years. The existence of more than 350 different workflow
management systems of varying maturity evidences the increasing popularity of workflows (https://s.apache.
org/existing-workflow-systems). Workflows help reduce the burden of manual human effort by automating
repetitive and time-consuming tasks. This automation enables efficiency in terms of resource allocation both
by allowing humans to return to human-only tasks and by allowing the computational tasks to take advantage
of opportunities for automatic optimizations. Workflows also automate critical processes that require standard-
ization and increased reproducibility, improving efficiency by removing humans from the analytical process,
at times dispensing with the need for manual management of data flow through a set of processing steps, and
reducing the need for repeat analyses due to human error and/or bias. Moreover, automation ensures that com-
putational experiments can be replicated. Workflows also provide a documented record of the computational
processes, which helps in understanding, reviewing, and auditing those processes. As scientific activity often
includes the exploration of analysis variance, modifying workflows to understand effects and changes on data
products is simpler when those workflows are clearly described and comparable. Researchers can reuse work-
flows to re-analyze and adapt to incorporate new methods, tools, or data sources. Sharing and reusing workflows
supports team collaboration and standardizes processes and analysis methods®.

The Findable, Accessible, Interoperable, and Reusable (FAIR) principles aim to maximize the value and
impact of scientific digital objects. Such objects cannot be reused if they cannot be found, accessed, or under-
stood; they cannot be combined if they are not interoperable. The FAIR guidelines for scientific data’ emphasize
making data findable through metadata provision, unique and persistent identifier assignment, ensuring acces-
sibility through open access or controlled access mechanisms, promoting interoperability through standard-
ized formats and metadata schemas, and enabling reusability through clear licensing and documentation. The
FAIR principles for research software (FAIR4RS)'° recommend making software findable through repositories
and registries, ensuring accessibility through open licensing and documentation, promoting interoperability
through standardization and compatibility with other tools, and enabling reusability through versioning and
clear documentation of functionality and dependencies. These principles have made a significant impact on pol-
icy and publishing, and they have been taken up by the public and private sector as well as spawning an industry
of projects, research programs, and commercial businesses!!12.

FAIR Principles applied to computational workflows

FAIR4RS defines research software as “source code files, algorithms, scripts, computational workflows, and exe-
cutables that were created during the research process or for a research purpose”. Workflows are a specific kind
of software where reuse and modification should be inherent in their modularized composition of code and
sub-workflows with an explicitly defined control and data flow. Workflow composition can be organized along
levels of granularity (e.g. functions, tasks, stages, pipelines), for example similar to libraries in a software stack.
The execution of a series of computational code can be difficult to standardize and share across different research
environments, and each has its own set of dependencies and requirements, which can complicate the process
of ensuring comprehensive FAIRness'. ﬁ scientific experiments using workflows helps mitigate this
issue. A key characteristic is the separation of the workflow specification from its execution; the description of
the process is a form of data-describing method'*. Workflows that are chiefly concerned with the processing and
creation of data are typically designed to be tightly coupled with their data, including test data and the prove-
nance lineage history of data products. Therefore, workflows have an important role to play in ensuring that the
data products they use and produce are FAIR.

Building on earlier work!*-'$, the WCI FAIR Computational Workflows Working Group (WCI-FW) set out
to systematically apply the FAIR principles to computational workflows. WCI-FW is an open, diverse, and inter-
disciplinary collective of workflow system professionals and workflow users and authors who meet bi-weekly
online. The group comprises experts from 40 organizations from 13 countries specialized in various fields,
including bioinformatics, climate science, data science, earth science, software engineering, and workflow man-
agement. This diversity of backgrounds and expertise allowed us to approach the task from multiple perspec-
tives, ensuring that the FAIR principles for computational workflows are both practical and widely accepted to
enhance the reusability, reliability, and impact of computational workflows across diverse research domains.

The WCI-FW debated for many months whether to define a new, tailored set of principles for computational
workflows or to apply the established principles for data and software. We concluded that we would directly
apply the principles for FAIR data and software after recognizing that (a) we were naturally developing variations
of these established principles because (b) workflows are a hybrid form of software, closely bound to data and
even possessing data-like properties'*. By building on the established FAIR framework, we have maintained con-
sistency and enabled practices for workflows to integrate seamlessly with existing practices for data and software.

Several pivotal questions surfaced in the course of our group discussions:

« Do we need to tailor software principles to the specific characteristics of workflows? As workflows are exe-
cutables, the principles of software should apply. Nevertheless, the characteristics of the heterogeneous
components that make up workflows and the expected user behavior of variant reuse, modification, and
portability led us to some customization of the principles. Technical information is needed that details each
step’s inputs, outputs, dependencies, and computational requirements as well as configuration files, lists of
software dependencies, and other information about the operational context. Missing context is one of the
main difficulties faced when porting across computing platforms; applying FAIR to workflows requires fully
describing the context necessary for executing the workflows as software.
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« How far do the data principles apply to workflows as digital data objects? Workflows and their components
are frequently represented as collections of files, just like other datasets, and these files are interpreted as
different kinds of objects like source code, raw data, and AI models. FAIR workflows augment this idea by
encouraging comprehensive workflow “datasets” to include detailed metadata and documentation to describe
their structures, purposes, and technical requirements. We applied the FAIR principles for data to the collec-
tion of files that represent the workflow. For example, these files should include descriptive metadata such as
title, authors, creation date, and version, as well as version histories when possible. Workflows need persistent
identifiers just like other datasets do, and they need to be accessible as data that can be retrieved over open
protocols. Workflows also need licenses that explain clearly the conditions under which others are permitted
to use and modify parts or the whole.

+  Given that FAIR is primarily about persistent identifiers and metadata, what should be identified for a work-
flow, and what is the necessary metadata? Workflows are composite objects, where the entire object (with a
persistent identifier and metadata) as well as its components (also with persistent identifiers and metadata),
all in turn need to be FAIR. Executable components can be independent of the workflow (call-outs to tools,
for example), embedded (internal scripts), or workflows themselves (so that FAIR principles are applied
recursively). Data components may be interpreted as data and as metadata. Workflows provide mechanisms
to execute in one run independent components that may be independently FAIR, but their aggregation into
a workflow also needs to be FAIR.

Table 1 summarizes our results with further discussion below. In a nutshell, Findability means that a work-
flow and its associated metadata are easy for both humans and machines to find. Accessibility means that a
workflow and its metadata are retrievable via standardized protocols. Interoperability means that a workflow
interoperates with other workflows, and workflow components interoperate, by exchanging data and/or meta-
data, and/or through interaction via APIs, described by standards. Finally, Reusability means that a workflow
is both usable (can be executed) and reusable (can be understood, modified, built upon, or incorporated into
other workflows).

Findability. The data and software principles generally apply to workflows, but with novel/additional con-
siderations on our interpretation of a component and a strengthening of metadata associated with workflow ver-
sions. Workflows are subject to continuous refinement and independent modification, often resulting in multiple
versions, adaptations, and variants, with workflows extended, nested, and reused as sub-workflows. Researchers
modify workflows for specific purposes, adjust components, and provide alternative methods across various plat-
forms; components are copied, pasted, and modified.

Identifiers are important because unlike software, authors often neglect to “name” their workflows (although
they do name their workflow management systems). Identifiers establish a clear lineage of each workflow and
component’s origin and changes, enabling researchers to understand the workflow structure and evolution,
compare iterations, relate workflows to each other, and confidently build upon previous work. Persistent iden-
tifiers identify and reference specific versions to ensure accurate identification and traceability and to support
developer citation and source workflow attribution (F1). Unique identifiers to different versions of workflows
recognize their dynamic nature in research (F1.2). Unique identifiers for a workflow’s components and versions
(whether a file, computational step, or sub-workflow) support traceability and facilitate reuse, reproducibility,
and portability across different workflow versions (F1.1).

Rich metadata for the overall workflows and their components (including inputs and outputs) (F2, F3)
should use a formal, accessible language for knowledge representation, such as schema.org (https://schema.org),
and standardized metadata such as the Bioschemas schema.org profile for Computational Workflows (https://
bioschemas.org/types/Computational Workflow/), used for workflow components in Workflow Run Crate pro-
file!” and CodeMeta (https://w3id.org/codemeta/v3.0). Other metadata forms for workflows include canonical
“Rosetta” languages (e.g. CWL?, WDL?!) that abstract from the native workflow language for greater portability
and comparability. Such metadata are used for registration and search in dedicated and trusted workflow regis-
tries such as WorkflowHub?? and Dockstore (F4)%.

Accessibility. The data and software principles generally apply but with new considerations on what it means
for a workflow to be available. The workflow may be restricted to execution at one facility, which is a common case
in highly optimized HPC settings, and access to that facility may be restricted (A1.2). Single sign-on for workflow
components requires harmonized Authentication and Authorization Infrastructure (AAI) propagation through
the different tasks, if they are hosted by different service providers. “A2. Metadata are accessible, even when the
workflow is no longer available” requires further interpretation given a workflow’s dual nature as process descrip-
tion (data) and process execution (software), and we must understand what “no longer available” means. As a
piece of software, a workflow execution platform or the infrastructure that it operates on may become deprecated
and/or unavailable. Dependency on the component code and services makes a workflow vulnerable to “software
rot’, and it is not always possible to completely containerize and preserve all code, such as when they are remotely
executed third party tools or call-outs to online datasets.

As a process description, the workflow captures both the steps and data flow of a recipe for a method, which
is a form of the “metadata”. Thus at least the workflow and its components descriptions, and if relevant the
workflow run components, should be preserved and archived in a long-term registry or repository, so that if the
workflow is no longer executable, it will still be readable. If we interpret a workflow description file as data, the
data principles decree that at least the metadata for that file should still be retrievable. For a workflow, however,
that data file is the essence of the workflow. We interpret the workflow description to be a form of metadata of
the software and therefore, it must always be accessible. A workflow associated with a publication may still be

SCIENTIFIC DATA| (2025) 12:328 | https://doi.org/10.1038/s41597-025-04451-9 4


https://doi.org/10.1038/s41597-025-04451-9
https://schema.org
https://bioschemas.org/types/ComputationalWorkflow/
https://bioschemas.org/types/ComputationalWorkflow/
https://w3id.org/codemeta/v3.0

www.nature.com/scientificdata/

Guideline Based on!

F1. A workflow is assigned a globally unique and persistent identifier. D-F1 and S-F1
F1.1. Components of the workflow representing levels of granularity are assigned distinct identifiers. S-F1.1

F1.2. Different versions of the workflow are assigned distinct identifiers. S-F1.2

F2. A workflow and its components are described with rich metadata. D-F2 and S-F2

F3. Metadata clearly and explicitly include the identifier of the workflow, and workflow versions, that they describe. | D-F3 and S-F3

F4. Metadata and workflow are registered or indexed in a searchable FAIR resource. D-F4 and S-F4

A1l. Workflow and its components are retrievable by their identifiers using a standardized communications protocol. | D-Al and S-A1
Al.1. The protocol is open, free, and universally implementable. D-Al.land S-Al.1
A1.2. The protocol allows for an authentication and authorization procedure, when necessary. D-Al.2and S-A1.2
A2. Metadata are accessible, even when the workflow is no longer available. D-A2 and S-A2

I1. Workflow and its metadata (including workflow run provenance) use a formal, accessible, shared, transparent,

and broadly applicable language for knowledge representation. D-Iland$S-R1.2

12. Metadata and workflow use vocabularies that follow FAIR principles. D-12

I3. Workflow is specified in a way that allows its components to read, write, and exchange data (including

intermediate data), in a way that meets domain-relevant standards. D-R3and $-11

14. Workflow and its metadata (including workflow run provenance) include qualified references to other objects

and the workflow’s components. D-13,8-12, and $-R1.2

R1. Workflow is described with a plurality of accurate and relevant attributes. D-R1and S-R1
R1.1. Workflow is released with a clear and accessible license. D-R1.1and S-R1.1
R1.2. Components of the workflow representing levels of granularity are given clear and accessible licenses. D-R1.1and S-R1.1
R1.3. Workflow is associated with detailed provenance of the workflow and of the products of the workflow. D-R1.2and S-R1.2
R2. Workflow includes qualified references to other workflows. D-I3 and S-R2

R3. Workflow meets domain-relevant community standards. D-R1.3 and S-R3

Table 1. The FAIR Principles Applied to Computational Workflows. 'The “Based on” column references the
source rule from the FAIR principles for [D]ata’ and [S]oftware!®.

examined as a method, and its provenance may be inspected; the description should be enough to be trans-
lated for another workflow system. Apart from manual or Al-assisted porting of code, this can also happen via
“Rosetta” workflow languages like CWL and WDL (as e.g. done in MGnify* and by Snakemake’s CWL export).

Interoperability. The data and software principles combine and blur with principles from Reusability, as we
tease apart the FAIR requirements for a workflow, its components (both executable and data), and an instantiated
and executed run of the workflow. For example, principle I1 applies to describing the static workflow structure
of the specification and capturing dynamic aspects of the run such as execution details and intermediate outputs.
The workflow specification plays a role in data in I1, 12, and I4 adapting data principles, as well as the role of meta-
data of the software, co-opting software principles.

We adapt software principles for I3 and I4 to explicitly refer to the domain standard description of input
and outputs of the workflow executable components. As data components of a workflow, the expected input
and output datasets, benchmarks and parameters, and the actual datasets and parameter files from a workflow
run, should also adhere to community standards (data principle R1.3), as should intermediate data derived
during the execution. The principles encourage workflow portability across different types of computational
environments (e.g., via containerization or OS-agnostic package management)'® and, ideally, easy translation
from one language/management system to another or at least compatibility and seamless integration (in case of
sub-workflows).

Standard language formats like CWL encourage interoperability and offer the potential for workflow com-
parisons and exchange between different languages through documentation of components, inputs, and outputs.
We explicitly add workflow run provenance to interoperability as documented execution steps and data lineage
traces are important components that should also be interoperable and machine-actionable®.

Reusability. Reusability of the workflow as an executable method with modifications to its parameters and
input files is an expected and anticipated use of the workflow, tied up in the quality of its documentation and the
accessibility of computational infrastructure capable of executing it.

While previously discussing findability, we also highlighted the reusability of workflows as complex com-
positions intended to be modified, built upon, and incorporated into other workflows, as well as their reusa-
bility as runnable executions with modified datasets and parameter files?”. The data and software principles are
adapted to emphasize the composite nature of workflows (both executable and data components) for licensing®.
Workflows are composed of many parts, potentially from different authors with different intents for how their
artifacts may be used; these intents must be clearly stated by the inclusion of licenses that cover all parts of the
workflow and sub-parts of the workflows that can be reused as sub-workflows>.

The provenance history of the workflow - its authors, purpose, workflows of which it may be a variant,
links to other sub-workflows and so on, are included in R1.3 drawing from both data and software principles
R1.2. The provenance of data products tracked by the workflow run provenance collection is related to the data
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principles R1.2 where data (in this case the products of the workflow) are associated with detailed provenance
that a workflow system should be able to provide. A benefit of using fully fledged workflow systems is the capture
of computer-interpretable provenance (meta)data to track the history and origin of data processing steps. R1 and
R3 expect that input and output datasets are thoroughly described with example input and expected output data
for each step that adhere to data structure and file format standards'* and gold standards for benchmarking®.

Examples

Here, we provide concrete examples with detailed descriptions for applying the FAIR principles to both work-
flow specifications and workflow runs. For each case, we narrate through the FAIR principles sequentially. We
recommend the reader to follow along with Table 1 as a guide.

Example workflow specification. The Protein MD Setup workflow sets up a protein molecular dynamic
simulation that returns a protein structure and simulated 3D trajectories®. It is registered in WorkflowHub
(https://doi.org/10.48546/workflowhub.workflow.29.3), where it has been assigned a Digital Object Identifier
(DOI) which is globally unique (F1). Different versions of this workflow can be identified using unique digi-
tal object identifiers (F1.2). The workflow is described using (rich) metadata (F2) that includes the identifier of
the workflow and its unique version (F3). The workflow and associated metadata are registered (F4). Moreover,
components of the workflow have their own individual persistent identifiers as the workflow is composed of
sub-workflow BioBB building blocks from the BioBB Library (https://workflowhub.eu/projects/11) (F1.2). The
workflow and its components can be retrieved and downloaded using a standardized HTTPS protocol (A1, Al1.1,
A1.2). The metadata associated with the workflow and its components is independent from the GitHub code
repository and are accessible on WorkflowHub even if the workflow (or its components) become inaccessible (A2).

The Protein MD Setup is written using CWL which follows a formal and declarative paradigm for work-
flow implementation (I1). The workflow does not include all the best-practice principles to fulfill I2 and I3.
This extends to the workflow metadata, which does not use a domain-specific ontology. The workflow and
its metadata include qualified references to other objects and components (I14). However, CWL standard itself
allows metadata and workflow vocabularies (e.g. Bioschemas, EDAM?) that are consistent with FAIR princi-
ples (12), enables the components of the workflows to read, write, and exchange data using format that meets
domain-specific standards (I3), and assigns qualified references to workflow components, inputs, and outputs.

The workflow is released under Apache License 2.0 software license (R1.1) and WorkflowHub’s RO-Crate
references that the embedded CWL code is archived from the corresponding GitHub source code repository
(https://github.com/bioexcel/biobb-wf-md-setup-protein-cwl). The component BioBB building blocks of the
workflow have their own clear and accessible licenses (R1.2). The workflow is associated with detailed prove-
nance about its development, provided as a downloadable RO-Crate object (R1.3).

Example workflow run. Here, we demonstrate the application of the FAIR principles to a workflow run.
Recall from our previous definitions that a workflow run is the instantiation of a workflow with inputs (parame-
ters files, input datasets) and outputs (output data, the provenance execution log and lineage of data products). In
this example, the workflow run is instantiated from a tissue/tumor prediction workflow specification for digital
pathology, and it is represented using RO-Crate®".

The workflow run has been assigned a globally unique DOI (F1), and components of the workflow run (e.g.
steps, inputs, outputs) are also assigned their own distinct identifiers (F1.1). The workflow run is described using
rich metadata (F2) that includes the identifier of the workflow run and its unique version (F3). The correspond-
ing workflow specification is not registered, but it is publicly available via GitHub (https://github.com/crs4/
deephealth-pipelines), and the workflow run is registered on Zenodo, which is a searchable FAIR resource (F4).

The workflow run and its components are also hosted on Zenodo, which means that they can be retrieved and
downloaded using the HT'TPS protocol, which is standardized (A1), open and free and universally implementa-
ble (A1.1), and able to support authentication and authorization procedures (A1.2). The metadata associated
with the workflow run and its components are independent from the workflow run and components themselves,
and they are accessible on Zenodo even if the workflow run and its components become inaccessible (A2).

Recall from Fig. 1 that execution provenance is a product of a workflow run. Here, provenance from the dig-
ital pathology tissue/tumor prediction workflow run is generated using CWLProv* in the form of RO-Bundle
and then converted to an RO-Crate® that follows the Provenance Run Crate profile (https://www.researchob-
ject.org/workflow-run-crate/profiles/0.1/provenance_run_crate). All of these methods represent workflow run
information by utilizing well-established standards and language (I11). CWLProv and RO-Crate allow vocabular-
ies that are consistent with the FAIR principles (I12). The workflow run provenance is generated using CWLProv
and documented as a Provenance Run Crate profile showing the exchange of data between components of the
workflow. The workflow run does not, however, include domain-specific standards for metadata to fulfill (which
means it does not satisfy I3). The workflow run provenance does include qualified references to other objects
and the workflow’s components (14).

The workflow run is described with many accurate and relevant attributes (R1), and it is released under the
clear and accessible MIT License (R1.1). One of the workflow run’s components, Slaid, is a library for applying
DL models from the DeepHealth project (https://deephealth-project.eu/) on whole slide images (WSI) that is
also released independently under the MIT License (R1.2). The workflow run contains detailed provenance
about the execution, provided as a downloadable RO-Crate object (R1.3). The workflow run processes digital
pathology images in the formats supported by OpenSlide (R3), which is a widespread software library that rep-
resents a community standard for digital pathology images®*.
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FAIRness beyond the FAIR Principles

The FAIR principles in Table 1 focus on the workflows as scholarly research assets to be found, accessed, inter-
operated, and reused. They do not extend to the quality of the workflows (FAIR+Q) or the extent of the repro-
ducibility of the workflows (FAIR+R), and they only hint at their portability and sustainability. The Open Data,
Open Code, Open Infrastructure (O3) guidelines complement FAIR by providing an actionable road map
toward sustainability35. Note, however, that FAIR does not require openness; authors and companies may even
choose not to publish their workflows or metadata at all, but still use “inner FAIR” principles® for their own
benefits.

Workflows are composites of executable components that need to be validated and tested with clean inter-
faces, permissive access permissions if remotely executed, and compatible licenses. Work on canonical workflow
libraries®” and building blocks that are interoperable between languages®, workflow readiness of tools*, FAIR
unit testing like pytest-workflow for WDL (https://github.com/LUMC/pytest-workflow), test monitoring like
LifeMonitor(https://crs4.github.io/life_monitor/), and benchmarking like OpenEBench (https://openebench.
bsc.es/) are steps towards creating FAIR workflow professional practices that should include peer review, cura-
tion, and perhaps even certification.

We should also consider the relationship of FAIR to other services in a workflow’s service ecosystem.
Container technologies such as Docker and Singularity play a role in the interoperability, reusability, and repro-
ducibility of computational workflows by providing lightweight, portable, and self-contained environments that
include all of the software dependencies and libraries required to run a workflow. In alignment with the FAIR
principles, containers can be versioned and shared through registries like Docker Hub, Nexus Repository, or
Github Container registry, but these registries are not truly FAIR because old versions may not be preserved.
FAIR workflows should be stored in version-controlled repositories like GitHub and GitLab and indexed by reg-
istries like Dockstore* and WorkflowHub??. Workflow registries like Dockstore and WorkflowHub support find-
ability and accessibility so workflows can be shared, published, and reused as well as downloaded or launched
using dedicated infrastructure facilities such as Galaxy Europe. Both support example input and test data com-
ponents for a workflow specification but do not retain the result components of a workflow run - the prove-
nance and links to datasets that are the resulting products. That is expected to be managed by data repositories
like Zenodo and Figshare that in turn need to support FAIR data principles. However, this container approach
most probably shows practical limitations when applied to workflows executed on very large-scale, meticulously
maintained and pampered HPC environments running on the verge of computational and technical stability.
For such cases, reproducibility of workflows might always be an issue.

Workflows are multi-part objects whose data components are as important as their executable steps; all
these digital objects should be FAIR too. Community efforts like RO-Crate®® propose the means to encapsulate
workflows and all their components while capturing the context in which they are used (e.g., executions, bibli-
ography, sketches, etc.). An RO-Crate Workflow profile (https://about.workflowhub.eu/Workflow-RO-Crate/)
includes references to components which also need to be FAIR. By having workflows as composition of FAIR
research outputs, the FAIRness of each contained resource is validated, since the execution of the workflow relies
on these resources being available. Services like WorkflowHub (registry), LifeMonitor (test monitoring), and
Galaxy (workflow platform) implement RO-Crate for comprehensive workflow representation and exchange as
well as a step to sharing metadata and persistent identifiers to implement the FAIR principles of Table 1.

As workflows typically operate on and produce datasets, they are well placed to make those data products
FAIR; they provide the process description and automated data provenance collection, and a fully fledged WMS
can automate processes for generating FAIR data. Nevertheless, workflows have to be well designed to be “FAIR
aware”: producing and consuming data in standardized formats, assigning license, handling identifiers, and
metadata production, data versioning, etc'*. Using workflows as automated instruments for “FAIR data by
design” can encourage inputs and make outputs to be machine-actionable and more suitable for use in other
workflows, for example those that span geographically distinct computing facilities*.

Conclusion

Computational workflows are key instruments for the advancement in scientific research, potentially revolu-
tionizing how data is managed, analyzed, and shared. Workflows not only serve as software that can be used by
experts and non-coders alike; they also serve as documentation of scientific processes, encapsulating not only
the data and software used but also the context and conditions under which discoveries were made. It is expected
that this comprehensive documentation will not only enhance the credibility of research findings but will also
facilitate the replication and validation of scientific results across diverse settings and by different research teams.

FAIR data and FAIR software principles both apply to workflows, combining structured, well-described data
with portable, well-documented software creating a powerful framework for advancing scientific knowledge.
Moreover, the next generation of workflows - assisted auto-assembly, generative workflows, dynamic reconfig-
uration, and so on — will require rich, machine-actionable metadata.

FAIR application requires interpretation, however, to consider the abstraction and the compositional prop-
erties of workflows. The usual challenges for FAIR implementation are still present: incentives, resources, assess-
ment, support services, and so on. Even when opportunities arise for metadata enrichment when registering
workflows in WorkflowHub, for example, the best curators do not manage all the principles, and most take the
simplest route. FAIR workflow implementation will “take a village” of services, including data services and sup-
port from workflow management systems, and well-designed workflows that are FAIR data-aware will require
golden standard examples, training, and professionalization.
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